CONDITIONNEMENT — INDEPENDANCE

1) PROBABILITES CONDITIONNELLES

Définition :

Soit A et B deux événements tels que P(B)#0 .
On appelle « probabilité conditionnelle de A par rapport a B » ou « probabilité de A sachant B» le réel, noté
PB(A (anciennement not¢ P(A/B) défini par :

py(a)=PIACE]

Exemple :

Un lycée a présenté 356 candidats au bac, dont 96 en série S. 256 éléves ont été admis a I’examen ; parmi eux 64 provenaient de la série S.
Un éléve étant choisi au hasard parmi les candidats présentés par le lycée, on note A ’événement : « 1’éléve provient de la série S » et

B I’événement : « 1’¢léve a été regu au bac » .

Chaque ¢éléve a la méme chance d’étre choisi ; par équiprobabilité, on a donc :

p(A):& p(B):ﬁ et p(AmB):ﬂ
356 ° 356 356 En général :
7P(AHB) 64 _1 0.25 P FA)#P.[B]
Adui PLlA|=— = =—=
On en déduit que Py (A) PIB) 256 4 0 B A
La probabilité que 1’éléve provienne de la série S sachant qu’il est recu au bac, est donc égale a 0,25 .
_ P(BNA)_ P(ANB)_64_2
P.(B|= = =S
On a aussi Pa(B)=—p T P(A] 9 3
Ainsi la probabilité que I’¢éléve soit regu au bac sachant qu’il provient de la série S est % o
Remarques :
e Si AcB ,alors ANB=A et PB(A]Z%A))
P(B)
o i = PylA)=——=1
SiBcA ,alors ANB=B et P3(A) P(B)
Propriétés :
Soit A et B deux événements tels que P(B)#0 .Ona:
0<P,(Al<1 et Py(A)=1-P,(A]
Preuve :
e Ona ANBcB,donc 0<P(ANB|<P (B) et en divisant les trois membres de cette inégalité par le nombre strictement positif P (B), on
. P(ANB)
T 0S————<1 <Py (A)<I
obtient: 0 P B) = 0<P;y(A) Q

. Ona PB(AuK):P((A;(;JQB):P((Aml;)(;)(KmB)) q.

Or P,(AUAJ=P, Q=1 et les événements (AN B) et (AN B) sont incompatibles.
Ce qui donne : On voit que : (AUA)NB=(ANBJU(ANB)

_P(ANB) P(ANB)_ ., _ . L
1==0T8] * prp = !=PslAl+Ps(A)=Pa(A)=1-P;(A)

2) PROBABILITE D’UNE INTERSECTION

Propriété : Formule des probabilités composées

itAetB évé 1 . :
Soit A et B deux événements tels que P(B)#0 et P(A)#0 .Ona Ces égalités se déduisent de la définition

P(ANB)=P(AJxP,(B) et P(ANB)=P(B)xP,(A) précédente.

Ces deux égalités se retiennent assez facilement : pour que I’événement A et B soit réalisé, il faut d’abord que 1’événement A le soit, et sachant que
I’événement A est réalisé, il faut ensuite que 1’événement B le soit aussi ...

Exemple :

Une urne contient trois boules bleues et cinq rouges, indiscernables au toucher.

On tire au hasard une premiére boule de I'urne . Si elle est bleue, on la remet dans 1'urne et on rajoute une autre boule bleue ; si elle est rouge, on ne la
remet pas dans l'urne . On tire ensuite, au hasard, une seconde boule de 'urne.

On s'intéresse a la probabilité pour que les deux boules extraites soient bleues.

B, est I'événement : « la premiére boule extraite est bleue » ; B, est I'événement : « la seconde boule extraite est bleue ».
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L'événement « les deux boules extraites sont bleues » est alors BN B, .

Ona P(B, ﬂBz):P(B])XPB'(BZ)

oo | W

Les boules ont la méme chance d’étre tirées ; par équiprobabilité, on a donc : P (B, )=

B, étant réalisé, on rajoute une boule bleue, si bien qu'au moment du second tirage il y a 4 boules bleues sur 9 boules dans 1'urne.

Ce qui permet d'écrire Py (Bz) Zg

On en déduit : P (131 N Bz) Z% Xg = i La probabilité que les deux boules extraites soient bleues est donc égale a gl

3) FORMULE DES PROBABILITES TOTALES

Q est I’'univers des événements élémentaires d’une expérience aléatoire . A, , A, , ..., A, désignent des événements de Q).

Définition :

Dire que A, , A, , ..., A, réalisent une partition de I’univers Q) , signifie que :
e lesévénements A, A,, ..., A, sontdeux a deux disjoints

e AUAU..UA,=Q

Tout événement B est alors la réunion disjointe des événements A\NB, A,NB, ..., A,NB

On parle aussi de systéme complet d’événements.

Onadonc P(BJ=P(A NB)+P(A,NBJ+...+P(A,NB)

De plus pour tout i tel que 1<i<n ,ona P(A,NB|=P(A,)xP, (B

Propriété : Formule des probabilités totales

La deuxiéme formule permet de calculer la
probabilité d’un événement B dans le cas

P(B)=P (A NB)+P (A AB)+..+P (A NB) (fréquent) ou 1’on connait les probabilités
: : ! P (A,) d’une famille d’événements A, constituant

P(B]=P(A,)XP, (B)+P(A,|xP, (Bl+...+P(A,|xP, (Bl une partition de I'univers {2, ainsi que les
‘ : . probabilités conditionnelles de I’événement B par
rapport a chaque événement A;.

Dans les conditions précédentes on a :

Exemple :

Un test d’une maladie est effectué sur la totalité¢ d’une population.
Une étude statistique établit que 70 % de la population réagit négativement au test (événement N) , 20 % réagit faiblement au test (événement F)
et 10 % réagit fortement au test (événement R).

La probabilité pour une personne de cette population d’étre atteinte de la maladie (événement M) est :

o 0,9 lorsque le test est fortement positif R 0i9=— l\f

o 0,6 lorsque le test est faiblement positif L <:O .M

o 0,05 lorsque le test est négatif 0,1 B M
<0’2 __ F—06

Par hypothése, on a donc : » 04 = M

TN 0057 M

P(R)=0,1 , P(F)=02 , P(N)=0,7 , P,(M)=0,9 , P,(M|=0,6 et Py (M]=0,05 N 095~ 11

Les événements R, F et N constituent une partition de la population.

D’apres la formule des probabilités totales, on en déduit que :

P(M)=P(R)XP,(M]+P(F)x P, (M]+P(N)xP (M)=0,1X0,9+0,2X0,6+0,7 X 0,05= 0,245

La probabilité pour qu’une personne de cette population soit atteinte de la maladie est donc égale a 0,245

4) REGLES DE CONSTRUCTION D’UN ARBRE PONDERE (ou arbre de probabilités)

Pour déterminer des probabilités, on peut étre amené a construire des arbres (comme nous venons de le faire dans 1I’exemple précédent) dont les
branches sont affectées de probabilités.

e Un arbre pondéré se construit et se lit de gauche a droite. BRANCHE SECONDAIRE
9 [ 0 [ B _:_,_..-—-‘
« L origine de larbzle elst la racine del ar})'re. e do arb BRANCHE F’R%RE — = & TRAJET
e Les tra1t‘s parte‘mt e la racine sont appelés branches primaires de l'arbre. RAGINE <.\h__‘.{.
Elles ménent a des neeuds. =" .
o Les branches joignant deux nceuds sont dites secondaires. ¢

— .
. L3 \ r . .
«  Tout chemin menant de la racine a un nceud est appelé trajet. NOEUD — 7 '{:
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Régles :

1. Les événements qui se trouvent aux extrémités des branches primaires forment une partition de I'univers Q.
2. Le poids d'une branche primaire est la probabilité de I'événement qui se trouve a son extrémité.
3

Le poids d'une branche secondaire est la probabilité conditionnelle de 1'événement qui se trouve a son extrémité sachant que le trajet menant a
son origine a été réalisé.
4. Le poids ou la probabilité d'un trajet est le produit des poids des branches le constituant. (Probabilités composées)

5. Laprobabilité d'un événement associé a plusieurs trajets complets est la somme des probabilités de ces trajets. (Probabilités totales)
Remarques :

« Lasomme des poids des branches primaires vaut 1. (régle 1)

e Lasomme des poids des branches secondaires issues d'un méme nceud vaut 1.

Exemple :
Une urne contient trois boules bleues et deux boules rouges.

On tire successivement et sans remise trois boules de 1’urne.

L’expérience aléatoire peut étre décrite par I’arbre pondéré suivant : 3 ~ B
Onnote B; :«laiéme boule est bleue» et R; :«laiéme boule est rouge » % / B, < 2
« La probabilité que la troisiéme boule soit rouge sachant 3~ R, P(BNB,N Rl)zixl 21
que les deux premiéres étaient bleues est : < 53 21 32 51
2 / B, 1 _ B; PBNRNBy|=-X X =—
== > 5 2 5 2 3 5
PBmB:(Rﬂ 3 - (régle 3) ) 2 2
’ Rz\ 1~
e - IR 3
o Laprobabilité de I’événement R;NB,NB; est 5 (régle 4) , R; s 3 o
2
z B, 3 B; P(RNB,NB;J= - XX =—
5 2 3 — 3 1 2 3)
. o . A 3 _ B 5747375
e  Soit A I’événement : « tirer une seule boule rouge » . 4 i
R, 3R,
A est associé aux trajets R;NB,NB; , BiNR,NB; et B,NB,NR; . ™~ /B3
Ona: 4 \ 1
R, Z
1 1 1 0 TR,

P(A)=P(R,nB,NB,)+P(B,NR,NB,)+P(B,NB,N R3):§+§+§ (régle 5)

Deux éveénements A et B de probabilités non nulles sont dits indépendants si le fait que I’un d’entre eux soit réalisé ou non n’influe pas
la probabilité que 1’autre soit réalisé, c'est a dire :

si Py(A)=P(A] ou si P,(B)=P(B]

En utilisant la propriété précédente, on constate que I’indépendance de A et B se traduit par la relation P(A NB)=P(A)Xx P (B)

Définition :

Soit A et B deux événements de probabilités non nulles. «  PylA)=P(A]
A et B sont dits indépendants s’ils vérifient I’'une des trois conditions équivalentes suivantes : . P,(B)=P(B)

« P(ANB)=P(A)xP(B)

Exemple :
Une urne contient quatre boules bleues numérotées b; , b, , b, et b5, et six boules rouges numérotées # , 7y , ¥, ¥2 , I'y et I'q.

On suppose toutes ces boules indiscernables au toucher, et on en tire une au hasard.
On considere les événements :
B : « la boule tirée est bleue » ; R : « 1a boule tirée est rouge » ; Q : « la boule tirée porte le numéro 4 » ; U : « la boule tirée porte le numéro 1 » .

Les boules ont la méme chance d’étre tirées ; par équiprobabilité, on a donc :

PUI=2=1 ; PBI=-E=% o PBNU=S=1

Ona : P(BNU)=P(BJxP (U)
Les événements B et U sont donc indépendants .

Ce résultat s'explique en remarquant que la proportion des boules bleues portant le numéro 1 parmi les boules portant le numéro 1 est la méme que
celle des boules bleues parmi les boules de 1’urne.
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On a aussi P(Q)zll—o , P(B)=

% et P(QNB)=0

Ona : PBNQJ#P(B/xPI(Q)

Les événements B et Q ne sont donc pas indépendants .

Remarques :

¢ Tout événement A est indépendant de 1'événement certain et de 1'événement impossible.
«  Ne pas confondre événements incompatibles et événements indépendants.

Deux événements A et B sont incompatibles si et seulementsi ANB=8 . Onaalors : P(AU B)=P(A)+P (B)

Dans I'exemple précédent, les événements B et U sont indépendants, mais non incompatibles ; les événements B et Q sont incompatibles
et non indépendants.

Propriété :

Soit A et B deux événements de probabilités non nulles.

Si A et B sont deux événements indépendants , alors il en est de méme pour A et B.

Preuve :

Ona:
P(B)=P(BNAJ+P(BNA]

= P[BNA)=P(BJ-P(BJP(A] ( (car A et B sont indépendants)

= P(BNA)=(1-P(A)JP(B

= P(BNA)=P(AJP(B)

(
J
On en déduit que A et B sont indépendants.

6) SUCCESSION DE DEUX EPREUVES INDEPENDANTES

Définition et propriété :

Lorsque deux expérience aléatoires se succédent et que les résultats de la premicre expérience n’influent pas les
résultats de la seconde, on dit qu’il s’agit d’une succession de deux épreuves indépendantes.

Lorsque deux épreuves sont indépendantes, la probabilité d’un couple de résultats est égale au produit des
probabilités de chacun d’eux.

Exemple :

On tire successivement deux cartes dans un jeu de 32 cartes et on note les deux cartes obtenues.
Deux cas se présentent :

- On remet la carte dans le paquet : les deux tirages sont indépendants.

- On ne remet pas la carte dans le paquet : le résultat du deuxiéme tirage dépend du résultat du premier tirage et les deux tirages ne sont donc pas
indépendants.

. - . . 1.1_ 1
Si I’on remet la carte dans le paquet, la probabilité d’avoir deux rois est donc : s ng o4
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